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Introduction
Objective of semi-supervised learning

 Exploit the properties of unlabeled data to better understand the population structure

Supervised learning Semi-supervised learning
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Introduction
Categorization of semi-supervised learning

Semi-supervised learning

Transductive learning Inductive learning

Graph-based 
methods

Generative 
models

Co-training
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Introduction
Graph-based semi-supervised learning

 Utilize the graph representation of data, where labeled and unlabeled instances are 
represented as vertices, and edges encode the similarity between instances

𝑥𝑥𝑘𝑘

𝑥𝑥𝑖𝑖
𝑥𝑥𝑗𝑗

𝑤𝑤 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 > 𝑤𝑤(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑘𝑘)
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Introduction
Graph-based semi-supervised learning

Graph construction Inference

Weight estimationEdge generation

fully-connected

k-nearest neighbor

𝜖𝜖-neighbor

0-1 connectivity

weighted kernels

iteration-based

regularization-based

neural network-based
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Introduction
Convolutional neural networks

 Localized convolutional filters recognize identical features independently of their 
spatial locations



What geometric structure of images, speech, 
video, and text is exploited by CNNs?

How to leverage such structure on
non-Euclidean domains?



Method
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Method
Graph convolution

 Extension of spatial convolutional neural networks to graph-structured data

 Spectral graph convolutions can be approximated via a localized first-order 
approximation*

*: Kipf, T. N., & Welling, M. (2016). Semi-supervised classification with graph convolutional networks. arXiv preprint arXiv:1609.02907.
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Method
Graph convolution

 An undirected graph 𝐺𝐺 𝑉𝑉,𝐸𝐸 is given, where each vertex corresponds to a instance 
and each edge weights encode the similarities between instances.

 A graph convolutional layer* is defined as follows:

*: Kipf, T. N., & Welling, M. (2016). Semi-supervised classification with graph convolutional networks. arXiv preprint arXiv:1609.02907.

1 2

3

4
5

𝑥𝑥1 𝑥𝑥2

𝑥𝑥3

𝑥𝑥4

𝑥𝑥5

�̃�𝐴 = 𝐴𝐴 + 𝐼𝐼𝑁𝑁,

�𝐷𝐷𝑖𝑖𝑖𝑖 = ∑𝑗𝑗 �̃�𝐴𝑖𝑖𝑗𝑗,

𝐴𝐴 =

0 1 0 0 1
1 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0

, 𝐷𝐷 =

2 0 0 0 0
0 3 0 0 0
0 0 2 0 0
0 0 0 3 0
0 0 0 0 2

�̃�𝐴 =

𝟏𝟏 1 0 0 1
1 𝟏𝟏 1 1 0
0 1 𝟏𝟏 1 0
0 1 1 𝟏𝟏 1
1 0 0 1 𝟏𝟏

, �𝐷𝐷 =

𝟑𝟑 0 0 0 0
0 𝟒𝟒 0 0 0
0 0 𝟑𝟑 0 0
0 0 0 𝟒𝟒 0
0 0 0 0 𝟑𝟑
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𝐻𝐻𝑙𝑙+1 = 𝜎𝜎 �𝐷𝐷−
1
2�̃�𝐴�𝐷𝐷−

1
2 � 𝐻𝐻𝑙𝑙𝑊𝑊𝑙𝑙 ,

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑊𝑊𝑙𝑙 = 𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒 𝑤𝑤𝑒𝑒𝑡𝑡𝑤𝑤ℎ𝑡𝑡 𝑚𝑚𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝑥𝑥 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑙𝑙𝑒𝑒𝑒𝑒 𝑡𝑡,
𝜎𝜎 � = 𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑜𝑜𝑡𝑡 𝑜𝑜𝑓𝑓𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑜𝑜𝑡𝑡,

𝐻𝐻𝑙𝑙 ∈ ℛ𝑁𝑁×𝐷𝐷𝑙𝑙 ,𝐻𝐻0 = 𝑋𝑋 ∈ ℛ𝑁𝑁×𝐷𝐷0
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𝐻𝐻1 = 𝜎𝜎 �𝐷𝐷−
1
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1
2�̃�𝐴�𝐷𝐷−

1
2 � 𝐻𝐻1𝑊𝑊1



26

Method
Graph convolution

 In a semi-supervised classification setting, the graph convolutional network is trained 
to minimize the categorical cross-entropy loss over only the labeled data

*: Kipf, T. N., & Welling, M. (2016). Semi-supervised classification with graph convolutional networks. arXiv preprint arXiv:1609.02907.

𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚𝑡𝑡𝑚𝑚𝑒𝑒�
𝑖𝑖=1

𝐿𝐿

�
𝑐𝑐=1

𝐶𝐶

−𝑙𝑙𝑖𝑖𝑐𝑐 � 𝑡𝑡𝑜𝑜𝑤𝑤 �𝑙𝑙𝑖𝑖𝑐𝑐
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𝑙𝑙4

𝑙𝑙1 𝑙𝑙2

𝑙𝑙3
𝑙𝑙5
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3
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5

�𝑙𝑙4

�𝑙𝑙1 �𝑙𝑙2

�𝑙𝑙3
�𝑙𝑙5

𝑁𝑁 = 𝐿𝐿 + 𝑈𝑈,

𝐿𝐿 ∈ 1, 4 ,

U ∈ 2,3,5 .

𝑙𝑙𝑖𝑖 ∈ ℛ𝐶𝐶 ,
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Method
Graph convolution for SSL



Experiments
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Experiments
Datasets
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Experiments
Comparison with other graph SSL algorithms



31

Experiments
Comparison of propagation models
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Experiments
Model depth with skip connections



Conclusion
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Conclusion

 A new neural network model which operates directly on graphs, motivated from a first 
order approximation of spectral graph convolutions

 Outperforms other graph-based SSL methods by a significant margin

 Geometric Deep Learning on Graphs and Manifolds, NIPS 2017 tutorial, video

https://www.youtube.com/watch?v=LvmjbXZyoP0
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