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ZEKX: https://www.youtube.com/watch?v=6NN8kXh-Tpk
HMG Journal, https://news.hmgjournal.com/Tech/deep-learning-carfuture
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ZX: https://alexisbcook.github.io/2017/global-average-pooling-layers-for-object-localization/
Cheng, Chi-Tung, et al. "Application of a deep learning algorithm for detection and visualization of hip fractures on plain pelvic radiographs.”" European radiology (2019): 1-9.

Copyright © 2019, All rights reserved. _5._ Data Mmmg ..% - .
..:.b Quality Analytics 0‘}” ma




Introduction

K/

% Non-local neural networks preview
> CNNBHo| 458 O £ 4+ Y& gotg 1y
7

=
» Self-Attention Mechanism= &850 sjA10| 7ts5HA &

z f TxHxWx1024

Ix1Ix1
TxHxWx512

50 ﬁmax THWx512

THWxTHW

THWx512 512xTHW THWx512
TxHxWx512| TxHxWx512 TxHxWx512
0: I1x1x1 ¢: 1x1x1 g: Ix1x1

I, )

TxHxWx 1024

ZX: Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision and pattern recognition. 2018.
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Convolutional Neural Network (CNN)
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ZEX: http://www.sisaweek.com/news/articleView.html?idxno=28851
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Convolutional Neural Network (CNN)
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Non-local neural networks (NLNN)
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¢ Non-local neural networks (2018)

> CNNO| ZHE &3l Localst FTF QOFSHH CHY

-

= H2t

> 2018 = CVPR (Computer Vision and Pattern Recognition)Of|A] & &
> 10632 218 (200414 7|&) — 1,4132] Q18 (20.07.23 7|F)

Non-local neural networks

/PR paper is the Open Access version, provided by the Computer Vision Foundation.

Both convolutional and recurrent operations are building blocks that process one local
neighborhood at a time. In this paper, we present non-local operations as a generic family of
building blocks for capturing long-range dependencies. Inspired by the classical non-local ...

Tr BV 14315 S TEH E=ERE

3 14742 A

b2

xcept for this watermark, it is identical to the version available on IEEE Xplore.

Non-local Neural Networks

Ross Girshick?
'Carnegie Mellon University

Xiaolong Wang!**

Abstract

Both convolutional and recurrent operations are building
blocks that process one local neighborhood at a time. In
this paper, we present non-local operations as a generic

Jamily of building blocks for capruring long-range depen-

dencies. Inspired by the classical non-local means method
[4] in computer vision, our non-local operation computes
the response at a position as a weighted sum of the features
at all positions. This building block can be plugged into
many computer vision architectures. On the task of video
classification, even without any bells and whistles, our non-
local models can compete or outperform current competition

Abhinav Gupta' Kaiming He®
*Facebook Al Research

Figure 1. A spacetime non-local operation in our network trained
for video classification in Kinetics. A position x;"s response is
computed by the weighted average of the features of all positions
x; (only the highest weighted ones are shown here). In this example
computed by our model, note how it relates the ball in the first frame
to the ball in the last two frames. More examples are in Figure 3.

ZX: Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision and pattern recognition. 2018.
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Non-local neural networks (NLNN)
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Non-local neural networks (NLNN)
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ZX: Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision and pattern recognition. 2018.
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Non-local neural networks (NLNN)
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Non-local neural networks (NLNN)
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Non-local neural networks (NLNN)
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Non-local neural networks (NLNN)
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Non-local neural networks (NLNN)
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Non-local neural networks (NLNN)

[ 1 convolution Z1}
—
[ wmazAn

Input

Residual
% R

zi = Wzyi + x;

[HxW xC]

H

1x1 Conv

I

c/2

c/2

HW

1x1 Conv

I

HW

HW

Output

[Hx W xC]

1x1 Conv
S
H H
c/2 W c/2
c/2 HW
c/2
HW x HW
softmax
C/2
v
H
1x1 Conv

-31-

Copyright © 20Tl rights reserved.

N

Data Mining <@
Quality Analytics "}

rhcol



xi, xj — Input data
Non-local neural networks (NLNN) W = 1 x 1 Convlutional Filter
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xi, xj — Input data
Non-local neural networks (NLNN) W = 1 x 1 Convlutional Filter
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Non-local neural networks (NLNN)

xi, xj — Input data
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xi, xj — Input data
Non-local neural networks (NLNN) W = 1 x 1 Convlutional Filter
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Non-local neural networks (NLNN)

xi, xj — Input data
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xi, xj — Input data

Non-local neural networks (NLNN) W = 1 x 1 Convlutional Filter
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xi, xj — Input data
W - 1 X1 Convlutional Filter

Non-local neural networks (NLNN)
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v v )
’ SoftMax function HW /2 HW
HW
yl C( )f(xl'x]) (x] c/2 " ciz
HW x HW
R
softmax
c/2
HW v
H H H
Output 1x1 Conv
[Hx W xC] W c ” C W c/2
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xi, xj — Input data
Non-local neural networks (NLNN) W = 1 x 1 Convlutional Filter

1
Y= 2 eWox)' Woxjyy . wahp Y =softmax(XTWg W X)W, X

set C(x) = Zf(xi,xj)
vj

H
Input 1x1 Conv 1x1 Conv 1x1 Conv
C
w H - H
[Hx W xC]
W /2 w <2 c/2
v v v
HW c/2 HW
HW
c/2 " c/2
HW x HW
—
softmax
c/2
HW v
H H H
Output 1x1 Conv
[HxwWxC]
W C W 5 W c/2

EX: Z3"Visual Attention”-DMQAAX| O L, http://jalammar.github.io
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xi, xj — Input data

Non-local neural networks (NLNN) W - 1 x 1 Convlutional Filter
1
e eWor)' Woxjyy . wahp Y =softmax(X"WEW X)W X
t Clx) = (x:, %) Self A(Q,K,V) = softmax Q—KT | %
5€ (X)_vzjf i Xj Attention T \/d_k
W@
Qo
v v
W,0 c/2 HW
] X O‘
® Self-Atten T d_'_ *‘7 “v c2
HwW x l HW
70? softmax o
L _—'—‘— - i

EX: Z3"Visual Attention”-DMQAAX| O L, http://jalammar.github.io
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Non-local neural networks (NLNN)

xi, xj — Input data
W - 1 X1 Convlutional Filter

0(x;) = Wpx;

-Embedded Gaussian-

Flrx;) = ePCOT9C)

g(x) = Wyx;

Vi = Cx )f(xux])g(x])

set C(x) = Zf(xi,xj)
vj

zi = Wyyi + x;

Copyright © 2019, All rights reserved.

d(x) = Wex;

1x1 Conv
H
w c/2
HW
c/2
H
[o
w
“’zy [

1x1 Conv 1x1 Conv
H H
w G2 W c/2
v
c/2 HW
HW
c/2
HW HW
_—
softmax
C/f2
HW v
H
W c/2
| I’z Yi
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xi, xj — Input data
Non-local neural networks (NLNN) W = 1 x 1 Convlutional Filter

H(XL) = ngi qb(x]) = W¢x]

-Embedded Gaussian-

AT .
f(xl’ x]) s ee(xl) ¢(x]) |
Input 1x1 Conv 1x1 Conv 1x1 Conv
9
w H H H
[HxWxC]
g(x]) = %x] w c/j2 w c/2 w c/2
: HW - c/2 : HW
Vi = C( ) — f (%1, %) g (%)) - I T
HW HW
set C(x) = Zf(xl-,xj) + e
vj c/2

HW
k. H H

[HxWxC] C w c/2

zi = Wzyi + x;

-Residual H4t- 7.
l

Data Mining
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Non-local neural networks (NLNN)

K/

% Non-local neural networks &+

—

@ HOIO|E L Localet SHO| Ot HH| SHS ne{otH =t50| s

— 1x1 Convolutional FilterS CIsHA| 22

@ 7|E CNN HES{3 =0 €A H80| 7Is=
— Non-local neural networks LH Input 327|2} Output 7|7t S L

@ O|= 210 Chet ol 40| 7+= gt (Visualization)

— Self-Attentiond} 5ot 271 H[ES R L0 =Y
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Non-local neural networks (NLNN)

< Non-local neural networks 21}
> Pixelt A E Fot= A4S CHASHA ME¢t Z1F 2 Xt0| 8I= - (a)

> Resnet-502 7| =2 E Layer M0 CHYSHA 20 A Tl - (b)

model, R50 top-1  top-5 model, R50| top-1 top-5
C2D baseline 71.8 89.7 baseline 71.8  89.7
Gaussian 72.5 90.2 reso 727 90.3
Gaussian, embed | 72.7 90.5 ress 729 904
dot-product 729 903 resq 72.7  90.5
concatenation 72.8 90.5 ress 72.3  90.1

(a) Instantiations: 1 non-local block (b) Stages: 1 non-local block is
of different types is added into the C2D  added into different stages. All
baseline. All entries are with ResNet- entries are with ResNet-50.
50.

ZX: Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision and pattern recognition. 2018.
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Non-local neural networks (NLNN)

K/

< Non-local neural networks 221}
> Resnet-5012} Resne-101 22 AFO|O]| 17, 57H, 107 Non-local blocks= &

AlS
=3

o)l

model top-1  top-3
baseline | 71.8  80.7
I-block | 72.7  90.5

RO S block | 738 910
10-block | 74.3  91.2
baseline | 73.1 01.0

R101 l-block | 74.3 01.3

5-block | 75.1 91.7
10-block | 75.1 01.6

(c) Deeper non-local models: we
compare 1, 5, and 10 non-local blocks
added to the C2D baseline. We show

ResNet-30 (top) and ResNet-101 (bot-
tom ) results.

ZX: Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision and pattern recognition. 2018.
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Non-local neural networks (NLNN)

< Non-local neural networks Z1}

> O|0|X[(C2D = 2D-CNN)

LHo|S

Non-local blocks E 3

H A HH (O

L (LI

FL2F G4aF 243D = 3D-CNN)O|A =

1 Cf A50] ZOES 2ol

-

model top-1 top-35 model top-1 top-5
C2D baseline | 71.8 89.7 C2D baseline | 73.8 91.2
R50 I3D 73.3 90.7 R50 13D 74.9 91.7
NL I3D 74.9 91.6 NL I3D 76.5 92.6
C2D baseline | 73.1 91.0 C2D baseline | 75.3 91.8
R101 13D 74.4 91.1 R101 13D 76.4 92.7
NL I3D 76.0 92.1 NL I3D 77.7 93.3

(f) Non-local 3D ConvNet:
blocks are added on top of our best I3D mod-
els. These results show that non-local opera-
tions are complementary to 3D convolutions.

5 non-local

(g) Longer clips: we fine-tune and test the
models in Table 2f on the 128-frame clips.
The gains of our non-local operations are con-

sistent.

ZX: Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision and pattern recognition. 2018.
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Non-local neural networks (NLNN)

X/

% Non-local neural networks 41}

> YAl L} Attention scoreS &850 Visualization?t 21}

Figure 3. Examples of the behavior of a non-local block in resz computed by a 5-block non-local model trained on Kinetics. These examples
are from held-out validation videos. The starting point of arrows represents one X;, and the ending points represent x;. The 20 highest
weighted arrows for each x; are visualized. The 4 frames are from a 32-frame input, shown with a stride of 8 frames. These visualizations
show how the model finds related clues to support its prediction.

ZX: Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision and pattern recognition. 2018.
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Non-local neural networks — 18| & A}lg|

< StarCraft | 87| L =2 A|E & =8 & F

o
< c2|&40| HO|H S &&otd S K=

StarCraft Il
Replay
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Non-local neural networks — 21X M A}

< 7|& T=3WHE 3D-Resnet 22| OFX|2 LayerT™ 0| Non-local block =7t

YY) 5 » %EI
T
-_—-_—-_-_—-_—-_—-___—__l
Non-local

block
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Non-local neural networks — 15| M2 A}y

A &0f o= R ME2A| 3D-Resnet CHiH| 2 05% £E2 M55 2
< Non-local blocke 22 T OpX[atof| @2 Z1p7L 71 £5
> RS QX U I A St 30Lof 3
88.6%
3D-Resnet (£0.001) 88.8% 23
Non-local neural networks ob 88.4% o
(Batch Norm Alg) UFXIS (+0.005) sz e
Non-local neural networks 89.1%
o} x| ok 9
(Batch Norm H|2J|) HXIS, (+0.004) el A
Non-local neural networks =tat 82.7% 0
(Batch Norm X|2]) O x| 2f (+0.007) S it
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Conclusion

¢ Conclusion
@ Non-local neural networks= H|O|E{ L} localt H-&0|

0]
SiA &S 4= = 1x1 Convolutional FilterE =Moo 2 &2
@ 1x1 Convolutional FilterE &4l 22X = HESIA 50| 7ts

@ Input Size2t Output Size/t 7] =20 7|E 220 €/ HEN d= =

S A O|lO
EEOETNI\E

-

@ Self-Attentioni} Z&= & E X|L|Z RO Visualization= Sl S|A10| 752t
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Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision
and pattern recognition. 2018.

https://www.youtube.com/watch?v=6NN8kXh-Tpk

HMG Journal, https://news.hmgjournal.com/Tech/deep-learning-carfuture
https://alexisbcook.github.io/2017/global-average-pooling-layers-for-object-localization/

Cheng, Chi-Tung, et al. "Application of a deep learning algorithm for detection and visualization of hip fractures
on plain pelvic radiographs.” European radiology (2019): 1-9.

https://hwiyong.tistory.com/45

https://blog.lunit.io/2018/01/19/non-local-neural-networks/

https://www.youtube.com/watch?v=Dvi5_ YC8Yts

https://www.youtube.com/watch?v=vcpOXvDAX68 — Andrew Ng
https://www.youtube.com/watch?v=C86ZXvgpejM — Andrew Ng .
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Non-local neural networks (NLNN)

THWx512

TxHxWx512
[[o:xaxt | [ txaxt )| [z 1x1x1 ]

1 TxHxWx 1024
X

HW C/2 11011 of1|1|1(2|1]|c1

x 0 2 0 2 x 0 1 0 2 0 1 |c2

- HW  [c/2 x HW] 1lo|1]1 110(10f1/0]c3
olo|l1]|1|0/|1ca
[HW x C/2] “ 2|0 1|1
HW
2/lo0/1]o0 |
1lol 1(1]3]|2]3]2
0o|l2(2|6]0]a4
1 2 c3 ca

= HW x HW feature map= 1x1 filter2 22 =l 2 pixel ZF2| 2HA n2{gt
= Channer1 (C1) Lif 2tE0] MZ CI2 pixel 242t G4t 2|1 QISS =0l
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Non-local neural networks (NLNN)

K/

% Non-local neural networks 41}

> PixelZt ZAE &t7| st CrFst Al

—

Gaussian. Following the non-local mean [4] and bilateral

model, R50 top-1  top-5 filters [47], a natural choice of f is the Gaussian function. In
C2D baseline 71.8 807 this paper we consider:

Gaus:ifan 72.5 90.2 i) = X% 2)

Gaussian, embed | 72.7 90.5

dot-product 72.9 90.3 Embedded Gaussian. A simple extension of the Gaussian

. 77 8 90'5 function 1s to compute similarity in an embedding space. In
concatenation ' * this paper we consider:

f (i xg) = 000 (3)

Dot product. f can be defined as a dot-product similarity:

(a) Instantiations: 1 non-local block f(xi.x;) = 0(x:) T d(x;). (4)

of different types is added into the C2D

baseline. All entries are with ResNet-
50.

Concatenation. Concatenation is used by the pairwise func-
tion in Relation Networks [40] for visual reasoning. We also
evaluate a concatenation form of f:

f(xi,x;j) = ReLU(wW7 [0(x:), o(x;)]). (5)

ZX: Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision and pattern recognition. 2018.
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Non-local neural networks (NLNN)

Non Local Neural Network SH4! 744!

< 7|Z NN 220 58 F=0] Non Local BlockS &=
% Non Local Blocke Sl Featurel] 2= gt= 1243 Weight Al At
110|213
1| 0| 2
o |a]olo
. 0| 210
o 1]2]o0
0|11
ool 2|1
2 o | 2] 3 2 10| 4|6
1 ool o 2 o] o] o
*
0| 1]2]o0 0| 21]4a]o0
0| o] 2|1 0| o0 4|2

Feature Lj

2= Ztoj
EH?_P IS
nk>
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Non-local neural networks (NLNN)

< Non-local neural networks (NLNN)CNN 2=

ex) Non-local Neural Networks (CVPR18, PR-083)
) Z exp(? I':Jrrj . q‘;(;rlr-}j'[% X;

1
X exp(0(x]) - p(x;

Vi

PR-163: CNMN_Attention_MNetworks

EX: https://www.youtube.com/watch?v=Dvi5_YC8Yts
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Non-local neural networks (NLNN)

Input

Output

Copyright © 2019, All rights reserved.

1x1 Conv

|

[HxW xC]

C/2

c/2

HW

1x1 Conv

|

HW

HW

1x1 Conv

- 59 -

|

H
W C/2
c/2 HW
C/2
v
. %
softmax
C/2
H
1x1 Conv
W c/2
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Non-local neural networks — 21X M A}

+ ZREAJLARUEE (A A=) 252 528 T )

None (N)

3:18/ 5:41
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Non-local neural networks — 15| M2 A}y

% Non-local neural network 22! L} Attention score 21}

S TZZREATL ZAS= X QRS MEhF EXI(ERE SHEH2| Attention score”t

<Attention>
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