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Src : https://medium.com/@wolframalphav1.0/easy-way-to-improve-image-classifier-performance-part-1-mixup-augmentation-with-codes-33288db92de5
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Src : https://medium.com/@wolframalphav1.0/easy-way-to-improve-image-classifier-performance-part-1-mixup-augmentation-with-codes-33288db92de5
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- Mixup을어떻게활용할수있을까요?

- 논문에서의 Mixup의역할

- Mixup을사용하여기존 Single label classification의성능을향상

- Mixup의중간과정과본질을생각하면

- Multi-label 문제에적합!
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Single-type defect pattern ( included ) Mixed-type defect pattern ( not included )

Scratch-centerEdge-ring-center

Loc-center Scratch-Donut
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Alexnet VGGnet-16 Resnet-18 Resnet-34 Resnet-50

단순패턴
분류

단순학습
( baseline)

0.977
(0.001)

0.981
(0.001)

0.978
(0.000)

0.977
(0.000)

0.977
(0.001)

믹스업학습
(제안방법)

0.970
(0.001)

0.974
(0.001)

0.971
(0.001)

0.970
(0.001)

0.972
(0.001)

복합패턴
분류

단순학습
( baseline)

0.715
(0.023)

0.678
(0.035)

0.738
(0.008)

0.750
(0.012)

0.749
(0.004)

믹스업학습
(제안방법)

0.872
(0.015)

0.964
(0.020)

0.928
(0.019)

0.895
(0.013)

0.902
(0.011)

Accuracy

단순패턴분류
성능은거의유지

복합패턴분류
성능은대폭향상
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