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Mixup

Published as a conference paper at ICLR 2018

mixup: BEYOND EMPIRICAL RISK MINIMIZATION

Hongyi Zhang Moustapha Cisse, Yann N. Dauphin, David Lopez-Paz*
MIT FAIR

ABSTRACT

Large deep neural networks are powerful, but exhibit undesirable behaviors such
as memorization and sensitivity to adversarial examples. In this work, we propose
mixup, a simple learning principle to alleviate these issues. In essence, mixup trains
a neural network on convex combinations of pairs of examples and their labels.
By doing so, mixup regularizes the neural network to favor simple linear behavior
in-between training examples. Our experiments on the ImageNet-2012, CIFAR-10,
CIFAR-100, Google commands and UCI datasets show that mixup improves the
generalization of state-of-the-art neural network architectures. We also find that
mixup reduces the memorization of corrupt labels, increases the robustness to
adversarial examples, and stabilizes the training of generative adversarial networks.
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Empirical Risk Minimization ?

Statistical Risk R(f) = E[L(f(x),y)] = f L(f (x),y)dP(x,y)

Learnlng , where (x,y) ~P(X,Y), Loss function [, RiskR , f ~F

Risk Minimization f* = argminR(f)
feF

1 n
Empirical Risk Rs(f) = jL(f(X),y)dPé‘(x,y) = 52 L(f(x;),y;:)
i=1

Empirical Risk Minimization f = ar}gn;in Rs(f)
€
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Src : https://medium.com/@wolframalphav1.0/easy-way-to-improve-image-classifier-performance-part-1-mixup-augmentation-with-codes-33288db92de5
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Mixup©| H[A|St 7| i

Contribution Motivated by these issues, we introduce a simple and data-agnostic data augmenta-
tion routine, termed mixup (Section 2)). In a nutshell, mixup constructs virtual training examples

x

Y

Az + (1 — Nz, where x;, x; are raw input vectors
Ay + (1 — Ny, where y;, y; are one-hot label encodings

(2;,v;) and (x;,y;) are two examples drawn at random from our training data, and A € [0, 1].
Therefore, mixup extends the training distribution by incorporating the prior knowledge that linear
interpolations of feature vectors should lead to linear interpolations of the associated targets. mixup
can be implemented in a few lines of code, and introduces minimal computation overhead.
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Simple Code Sample & Z1} A| 25}

# yl, y2 should be one—-hot vectors ERM mixup

for (x1, yl), (x2, y2) in zip(loaderl, loader2): LY
lam = numpy.random.beta (alpha, alpha) f’ o~ “%
x = Variable(lam  x1 + (1. - lam) * x2) '? ("% E
y = Variable(lam * y1 + (1. — lam) * y2) %. e J:
optimizer.zero_grad() “°.°.'.,-¢-' " s"'.'.-..-.g-' N

loss (net (x), y) .backward() (b) Effect of mixup (¢ = 1) on a

toy problem. Green: Class 0. Or-
ange: Class 1. Blue shading indicates
(a) One epoch of mixup training in PyTorch. p(y = 1|x).

optimizer.step ()

Figure 1: Illustration of mixup, which converges to ERM as o — 0.

KOREA
Copyright © 2021, All rights reserve: d. - 8 - *@ ﬂa LH gllim ﬁ D M Q /\
¥ KOREA UNIVERSITY @



R7IX| Mixup sample

Mixup in Action

[1.0]

lambda=0.5

[0, 1] [0.5, 0.5]

Mix-up works by blending 2 images with alpha % from image_1and (1-alpha) % from image_2

Src : https://medium.com/@wolframalphav1.0/easy-way-to-improve-image-classifier-performance-part-1-mixup-augmentation-with-codes-33288db92de5
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A Distribution MZ

a € [0.1; 0.4] leads to improved performance, smaller a creates less mixup effect, whereas, for large
a, mixup leads to underfitting.

As you can see in the following graph, given a small a = 0.2, beta distribution samples more values
closer to either 0 and 1, making the mixup result closer to either one of the two examples.

Beta distribution

35 1
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Image Classification -2 At

CIFAR-10 Test Error

Dataset Model ERM  mixup ? —— DenseNet-190 baseline
PreAct ResNet-18 5.6 4.2 191 —— Densallet 190 mixup
CIFAR-10 WideResNet-28-10 3.8 2.7 2 101
DenseNet-BC-190 3.7 2.7 ©
5 4
PreAct ResNet-18 25.6 21.1
CIFAR-100 WideResNet-28-10 19.4 17.5 0 5 =0 100 150 200
DenseNet-BC-190 19.0 16.8 epoch
(a) Test errors for the CIFAR experiments. (b) Test error evolution for the best
ERM and mixup models.

Figure 3: Test errors for ERM and mixup on the CIFAR experiments.
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Voice Recognition =2 At

Model Method Validation set  Test set
ERM 9.8 10.3
LeNet mixup (o = 0.1) 10.1 10.8
mixup (o = 0.2) 10.2 11.3
ERM 5.0 4.6
VGG-11  mixup (o = 0.1) 4.0 3.8
mixup (o = 0.2) 3.9 3.4

Figure 4: Classification errors of ERM and mixup on the Google commands dataset.
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Label corruption  Method dest coror LIaining exxor
Best Last Real Corrupted
ERM 12.7  16.6 0.05 0.28
20% ERM + dropout (p = 0.7) 8.8 104 H.26 83.55
mixup (o = 8) 5.9 6.4 2.27 86.32
mixup + dropout (o« = 4, p = 0.1) 6.2 6.2 1.92 85.02
ERM 18.8 44.6 0.26 0.64
50% ERM + dropout (p = 0.8) 14.1 15.5 12.71 86.98
mixup (o = 32) 11.3 12,7 5.84 85.71
mixup + dropout (o = 8,p =0.3) 10.9 10.9 7.56 87.90
ERM 36.5 73.9 0.62 0.83
0% ERM + dropout (p = 0.8) 30.9 35.1 29.84 86.37
mixup (o = 32) 25.3 309 18.92 85.44
mixup + dropout (« = 8, p =0.3) 24.0 24.8 19.70 87.67

Table 2: Results on the corrupted label experiments for the best models.
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Application of Mixup

- =20 A 2] mixupl| Gt

- Mixup= AFESHX 7| Single label classification2| S k&
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Single-type defect pattern ( included ) Mixed-type defect pattern ( not included )

Edge-Ring

Loc-center Scratch-Donut

None
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- ulaQl $ZA B8 e HO[E B8 BRE T4 (2011 IBHAT )
- ChStS Al 23 IIE 232 M5 (baseline)2 72%
- Aot Al 52 IiEH &

He 2% === it
L=

- Baseline CHH| M=tE 20% TAt=!

Accuracy Alexne et-16 Resnet-18 Resnet-34 Resnet-5(0
Ch~ Sh 0.977 0.981 0.978 0.977 0.977 |
chx ojE  (baseline) (0.001) (0.001) (0.000) (0.000) (0.001) o=
M52 Hol {X
= gAdsA | 0.970 0.974 0.971 0.970 0.972 12l 74
(X-”Ol_l-lzél-lé-l) (0.001) (0.001) (0.001) (0.001) (0.001) ||
Cte= S5 0.715 0.678 0.738 0.750 0.749
=235t gje  (baseline) (0.023) (0.035) (0.008) (0.012) (0.004) so e 22
- = - =TT
H = " - =5
C=an O] A Qf &t 0.872 0.964 0.928 0.895 0.902 ds2 U= ge
(N 2F B (0.015) (0.020) (0.019) (0.013) (0.011)
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