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Conditional Image Synthesis with Auxiliary Classifier GANs

Augustus Odena' Christopher Olah' Jonathon Shlens '

Abstract

In this paper we introduce new methods for the
improved training of generative adversarial net-
works (GANs) for image synthesis. We con-
struct a variant of GANs employing label condi-
tioning that results in 128 x 128 resolution im-
age samples exhibiting global coherence. We
expand on previous work for image quality as-
sessment to provide two new analyses for assess-
ing the discriminability and diversity of samples
from class-conditional image synthesis models.
These analyses demonstrate that high resolution
samples provide class information not present in
low resolution samples. Across 1000 ImageNet
classes, 128 x 128 samples are more than twice
as discriminable as artficially resized 32 x 32
samples. In addition, 84.7% of the classes have
samples exhibiting diversity comparable to real
ImageNet data.

Copyright © 2021, All rights reserved.

JG::«::gl-: Brain. Correspondence to: Augustus Odena <augus-

tusodena (@ google.com>.

Proceedings of the :L{”‘ International Conference on Machine
Learning, Sydney, Australia, PMLR 70, 2017. Copyright 2017

by the author(s).

7 ledCi St

KOREA UNIVERSITY

& DMQA



A'= 0]op7]

BABERHETH

B2H: "BEBEZE  YERERZ. |
DEBHFR : "EFZA , RPERREB, |
HA : UFZFEFZE, G ?

HA SRR,

RAA e BEREARE T |, AR EHE ML

L2} AR B0| 29} &S Ihe X7t AT
CF L W= A 03N Ofl S22 E £ 4 gk

S HEHSLo] WSIQIC) "L A2 UFIEHM BX| RSH= 40| gk

2717 USYUCE "EA O 3O 2 EHAI O] M| S H O B O A ElE 7t

o
1 AR CHEE 4= BIRICEH
SRS T e gt =X Xote 40| Ble 82 22 a0 dEe = = Aot
Copyright © 2021, All rights reserved. _4- E KHO_REI H\S:S'E!' .ﬁ D M Q /\




Generator vs Discriminator
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GAN

Generative Adversarial Nets

Generative Adversarial Nets

Ian J. Goodfellow; Jean Pouget-Abadie! Mehdi Mirza, Bing Xu, l?avid Warde-Farley,

Sherjil Ozair; Aaron Courville, Yoshua Bengio®
Département d’informatique et de recherche opérationnelle
Université de Montréal
Montréal, QC H3C 3J7

Abstract

We propose a new framework for estimating generative models via an adversar-
ial process, in which we simultaneously train two models: a generative model &
that captures the data distribution, and a discriminative model D that estimates
the probability that a sample came from the training data rather than . The train-
ing procedure for GG is to maximize the probability of ) making a mistake. This
framework corresponds to a minimax two-player game. In the space of arbitrary
functions G and D, a unique solution exists, with G recovering the training data
distribution and I equal to % everywhere. In the case where G and D are defined
by multilayer perceptrons, the entire system can be trained with backpropagation.
There is no need for any Markov chains or unrolled approximate inference net-
works during either training or generation of samples. Experiments demonstrate
the potential of the framework through gualitative and quantitative evaluation of
the generated samples.
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GAN : Network & Objective Function

falr.e
GAN/ p
real i fake
X G (‘z)
\6_/

minmaxV(D,G) = Ex-paata(n[10gD ()] + Ez-par log(1 — D(G(2)))]
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C-GAN : Conditional GAN

Conditional Generative Adversarial Nets —
GAN/ p \ CGAN / p \
Mehdi Mirza
Département d’informatique et de recherche opérationnelle real 1 fake i -
Université de Montréal
Montréal, QC H3C 317 | X || G(z) | | X || G2 |
mirzamom@iro.umontreal.ca 1 1

Simon Osindero \ G / \ G /
Flickr / Yahoo Inc.

San Francisco, CA 94103 -

osindero@yahoo-inc.com E [ z “ C ]

Abstract

GAN minemazpV(D,G) = E, . [l0gD(@)] + E, . llog(1 — D(G(=))]
Generative Adversarial Nets [8] were recently introduced as a novel way to train
generative models. In this work we introduce the conditional version of generative min~mazrnV(D.G@) =F loaD(x loall — D(G(=
adversarial nets, which can be constructed by simply feeding the data, y, we wish CG A N “ oV(D,G) T~PdatalT) logD(zy)] + Eznpe(2 [log( (G(ly)))]
to condition on to both the generator and discriminator. We show that this model
can generate MNIST digits conditioned on class labels. We also illustrate how
this model could be used to learn a multi-modal model, and provide preliminary
examples of an application to image tagging in which we demonstrate how this
approach can generate descriptive tags which are not part of training labels.
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GAN architectures

fra..l: ;::e' fra:: class

GAN / ? \ CGAN /_l,)‘_\ ACGAN /_?—\I

real i = lz )fake x. G('z) ; - lz :
- g e/

Copyright © 2021, All rights reserved. -10 - __I.I.a LH ‘g!ﬂ .ﬁ D M Q /\
e KOREA UNIVERSITY



AC-GAN : objective function

log-likelihood of the correct source : Lg Ls = E[logP(S = real|X,.q)] +
E[logP(S = fake‘Xfake)]
log-likelihood of the correct class : L, Lc = E[logP(C — C|Xreal)] +

E[logP(C = c|Xfare)]

D is trained to maximize Lo + Lg

G is trained to maximize Ly — Lg
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AC-GAN result

monarch butterfly goldfinch i ¢ grey whale
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AC-GAN : Discriminator
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AC-GAN Summary

&Ht GANO|| H[5H Discriminator/t 224 & & =+ A= 7IsS 71

L = E[logP(S =real|X,.4)] +

real clﬁss E[lOgP(S — fake|Xfake)]
fake Q
e Lc = EllogP(C = c|Xpea)] +
ACGAN
DT E[logP(C = C‘Xfake)]
| |
X G(2)
D is trained to maximize L. + Lg
%%%%% e/
L . G is trained to maximize L, — Lg
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