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Introduction

Calibration of deep learning models

• Data → Model → Probability→ (Decision, Confidence)
• Decision=argmax{probability}, Confidence=max{probability}

2%

78%

20%

Dog

Cat

Shark

Decision=‘The class of this image is a cat.’

Confidence=‘78%’

78%=max{2%,78%,20%}ModelData
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Introduction

Calibration of deep learning models

• Let’s suppose the following two neural networks have to classify the below 
five images

Data

Model 2

Model 1

Probability Decision
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Introduction

Calibration of deep learning models

• Both models have the same accuracy with different confidence levels of 78.8% and 
96.8%

Model 1: Well-calibrated

Accuracy and confidence are similar

ConfidenceDecisionLabelData

75%CatCat

80%CatCat

60%DogCat

80%CatCat

99%CatCat

78.8%Average confidence

80%Accuracy

ConfidenceDecisionLabelData

98%CatCat

97%CatCat

95%DogCat

95%CatCat

99%CatCat

96.8%Average confidence

80%Accuracy

Model 2: Poorly-calibrated

Accuracy and confidence are different
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Introduction

Calibration of deep learning models

• Chuan Guo, et al. “On calibration of modern neural networks.” PMLR, (2017)
• Most modern neural networks are assessed as overconfident (=poorly calibrated)

“Poorly-calibrated model”

Accuracy

80%

Confidence

97%

“Modern deep neural networks”

such as ResNet, VGG, Visual Transformer …
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Introduction

Calibration of deep learning models

• Improving calibration: Aligning the accuracy and confidence to be similar
• Improving calibration makes the model to be used safely in real-world applications

• A well-calibrated model can be aware of their failed prediction

~
Accuracy

80%

Confidence

97%

Poorly-calibrated model

Accuracy

80%

Confidence

81%

Well-calibrated model
Improving

calibration

Modern deep neural networks
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Introduction

Calibration of deep learning models

• Chuan Guo, et al. “On calibration of modern neural networks.” PMLR, (2017)
• Scaling logit vector to mitigate overconfidence in prediction → method name = temperature scaling (TS)

• TS investigates which scaling factor value (T) can attain the most optimal calibration result

Confidence

83%

Data
Z=Logit

-0.99-0.301.84

Z/T=Scaled logit

Dog Cat Shark

0.98

0. 01 0.01

Temperature

scaling

Probability

Softmax

-0.50-0.150.92

Dog Cat Shark

0.83

0.13

0.04

Scaled(smoothed) probability
(=Divide logit by T)

Softmax

Confidence

98%Model
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Introduction

Zero-shot classification using a vision-language model (VLMs)

• VLM can understand visual and linguistic information simultaneously [1] 
• Therefore, achieving various downstream tasks such as visual question answering, image captioning, etc.

[1] Gan, Zhe, et al. "Vision-language pre-training: Basics, recent advances, and future trends." Foundations and Trends®  in Computer Graphics and Vision 14.3–4 (2022): 163-352.
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Introduction

Zero-shot classification using a vision-language model (VLMs)

• VLM can understand visual and linguistic information simultaneously [1] 
• Ex) Text and image features related to birds are similar to each other, and text and image features related

to cats are similar to each other.

[1] Gan, Zhe, et al. "Vision-language pre-training: Basics, recent advances, and future trends." Foundations and Trends®  in Computer Graphics and Vision 14.3–4 (2022): 163-352.

Text

encoder

Image

encoder

“This is a bird.”

“This is a cat.”

1

1

1

2

2

2

1

1

1

Text feature vectors

Image feature vectors

Representation space

2

2

2

Bird

Cat

1

2

1

2

1

1

1

1

1

1

2

2

2

2

2

2
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Introduction

Zero-shot classification using a vision-language model (VLMs)

• For zero-shot classification tasks, we need VLM, a testing dataset, and class labels (text) 

Text

encoder

Image

encoder
Testing

dataset
Dog, Cat, Horse, Turtle

Class label

Ex)

Transformer

Ex)

Vision transformer,

resnet 50
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Introduction

Zero-shot classification using a vision-language model (VLMs)

1. Prompt engineering: a photo of a + <class>

Dog, Cat, Horse, Turtle

Class label

각클래스레이블을
자연어문장또는구로변환

A photo of a dog

A photo of a cat

A photo of a horse

A photo of a turtle

Ex)
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Introduction

Zero-shot classification using a vision-language model (VLMs)

2. Extract text feature vectors from the generated prompts

Dog, Cat, Horse, Turtle

Class label

각클래스레이블을
자연어문장또는구로변환

A photo of a dog

A photo of a cat

A photo of a horse

A photo of a turtle

Ex)

1

2

3

4

Text

encoder

Text embedding

𝑡1 𝑡2 𝑡3 𝑡4
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Introduction

Zero-shot classification using a vision-language model (VLMs)

3. Extract an image feature vector from the input image

A photo of a dog

A photo of a cat

A photo of a horse

A photo of a turtle

Ex)

1

2

3

4

Text

encoder

Text embedding

𝑡1 𝑡2 𝑡3 𝑡4

Image embedding

Image

encoder

Input image

𝐼1
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Introduction

Zero-shot classification using a vision-language model (VLMs)

4. Calculate the cosine similarities between the image feature and the text features

A photo of a dog

A photo of a cat

A photo of a horse

A photo of a turtle

Ex)

1

2

3

4

Text

encoder

Text embedding

𝑡1 𝑡2 𝑡3 𝑡4

Image embedding

Image

encoder

Input image

𝐼1

Cosine similarities

(=Logit for classification)
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Introduction

Zero-shot classification using a vision-language model (VLMs)

4. Calculate the cosine similarities between the image feature and the text features

A photo of a dog

A photo of a cat

A photo of a horse

A photo of a turtle

Ex)

1

2

3

4

Text

encoder

Text embedding

𝑡1 𝑡2 𝑡3 𝑡4

Image embedding

Image

encoder

Input image

𝐼1

Cosine similarities

(=Logit for classification)

𝑰𝟏

||𝑰𝟏||
⋅

𝒕𝟏

||𝒕𝟏||

𝑰𝟏

||𝑰𝟏||
⋅

𝒕𝟐

||𝒕𝟐||

𝑰𝟏

||𝑰𝟏||
⋅

𝒕𝟑

||𝒕𝟑||

𝑰𝟏

||𝑰𝟏||
⋅

𝒕𝟒

||𝒕𝟒||
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Introduction

Zero-shot classification using a vision-language model (VLMs)

5. Transform the cosine similarities into probabilities over the all classes using softmax
• Max prob = confidence / Class with the max prob = decision

A photo of a dog

A photo of a cat

A photo of a horse

A photo of a turtle

Ex)

1

2

3

4

Text

encoder

Text embedding

𝑡1 𝑡2 𝑡3 𝑡4

Image embedding

Image

encoder

Input image

𝐼1

Cosine similarities

(=Logit for classification)

𝑰𝟏

||𝑰𝟏||
⋅

𝒕𝟏

||𝒕𝟏||

𝑰𝟏

||𝑰𝟏||
⋅

𝒕𝟐

||𝒕𝟐||

𝑰𝟏

||𝑰𝟏||
⋅

𝒕𝟑

||𝒕𝟑||

𝑰𝟏

||𝑰𝟏||
⋅

𝒕𝟒

||𝒕𝟒||

Softmax

𝑃1 𝑃2 𝑃3 𝑃4

“A photo of a horse”
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Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

• Models: 35 VLMs (including CLIP, BLIP) with diverse training data and architectures

• They have various image-text pre-training frameworks, such as CLIP and BLIP

• They also have different visual encoder architectures (e.g., ViT and ConvNeXt) and training dataset 
distributions and quantities

• Baseline: Non-VLM models

• ImageNet-trained CNNs (ResNet) and vision transformers (ViT)

Text

encoder

Image

encoder

Ex)
Transformer

Ex)
ViT, ConvNeXt
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Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

• Datasets: ImageNet, CIFAR-10, DomainNet, including out-of-distribution scenarios

• Three standard image classification benchmarks

CIFAR-10

DomainNet



21

Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

• Datasets: ImageNet, CIFAR-10, DomainNet, including out-of-distribution scenarios

• Three standard image classification benchmarks

CIFAR-10

DomainNet
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Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

• Evaluation: expected calibration error (ECE)

• Difference between accuracy and confidence

Dataset Model

:Data point

N :Number of data
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Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

• Evaluation: expected calibration error (ECE)

• Difference between accuracy and confidence

Dataset Model

:Data point

N :Number of data

Group 1

Group 2

Group 15

Highest confidence group 

Second highest confidence group 

Lowest confidence group 

(
14

15
× 100%, 100%]

(
13

15
× 100%,

14

15
× 100%]

(0%,
1

15
× 100%]
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Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

• Evaluation: expected calibration error (ECE)

• Difference between accuracy and confidence

Dataset Model

:Data point

N :Number of data

Group 1

Group 2

Group 15

Highest confidence group 

Second highest confidence group 

Lowest confidence group 

|Acc(G1)-Conf(G1)|

|Acc(G2)-Conf(G2)|

|Acc(G15)-Conf(G15)|



25

Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

• Evaluation: expected calibration error (ECE)

• Difference between accuracy and confidence

Dataset Model

:Data point

N :Number of data

Group 1

Group 2

Group 15

Highest confidence group 

Second highest confidence group 

Lowest confidence group 

Σ𝑚=1
15

|Gm|

N
Acc Gm − Conf(Gm)

Expected calibration error (ECE)

|Acc(G1)-Conf(G1)|

|Acc(G2)-Conf(G2)|

|Acc(G15)-Conf(G15)|
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Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

1. Before calibration, VLMs have similar or worse ECE compared to ImageNet-trained models.

2. After temperature scaling, VLM calibration significantly improves (average ECE reduced to ~0.05).

3. Stable calibration performance under distribution shifts.
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Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

1. VLMs can effectively be calibrated even if the calibration set has different labels from the target test set.

2. High correlation (R², Spearman’s ρ > 0.90) between calibrated probabilities and actual accuracy, even with 
label mismatches.

Trained
Model

Logit Scaled logit

Divide by T

Scaling factor

Dataset

Learning

Phase 1: main training

Model

Phase 2: post-hoc recalibration training
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Paper review (1)

An empirical study into what matters for calibrating VLMs, 2024, ICML

1. VLM calibration requires very few examples (~40-50 samples) to reach optimal calibration performance

2. Effective even in high-class-count scenarios (e.g., DomainNet(=345), ImageNet(=1000))

Blue: VLM models

Green: Non-VLM models

Line: Before calibration
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Paper review (2)

C-tpt: Calibrated test-time prompt tuning for vision-language models via text feature dispersion, 2024, ICLR

• Test-time prompt tuning (TPT) improves CLIP accuracy without labels.

• But: TPT often worsens calibration, leading to overconfident predictions.
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Paper review (2)

C-tpt: Calibrated test-time prompt tuning for vision-language models via text feature dispersion, 2024, ICLR

• Discover that prompt choice strongly influences calibration.

• Well-calibrated prompts show high dispersion in class-embedded text features.

1. A photo of a <class>
2. A painting of a <class>
3. A photo of a clean <class>
4. A drawing of a <class>

…

80. A sketch of a <class>
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Paper review (2)

C-tpt: Calibrated test-time prompt tuning for vision-language models via text feature dispersion, 2024, ICLR

• How to measure dispersion in class-embedded text features: Average text feature dispersion (ATFD)

• 𝑡𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 =
1

K
Σ𝑘=1

K 𝑡𝑘  // 𝐴𝑇𝐹𝐷 =
1

K
Σ𝑘=1

K 𝑡𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 − 𝑡𝑘
2

𝐴𝑇𝐹𝐷 =
1

4
{𝑎2 + 𝑏2 + 𝑐2 + 𝑑2}

A photo of a dog

A photo of a cat

A photo of a horse

A photo of a turtle

Text

encoder

1

2

3

4

Text feature space

𝑎
𝑏

𝑐
𝑑

Dispersion ∝ Calibration
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Paper review (2)

C-tpt: Calibrated test-time prompt tuning for vision-language models via text feature dispersion, 2024, ICLR

• Empirically observed strong negative correlation between ATFD and ECE (𝜌 ≈ −0.7 𝑡𝑜 − 0.76)
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Paper review (2)

C-tpt: Calibrated test-time prompt tuning for vision-language models via text feature dispersion, 2024, ICLR

• Proposed Method = Maximizing text feature dispersion during TPT

min
𝑝

[𝐿𝑇𝑃𝑇 + 𝜆 ⋅ (−𝐴𝑇𝐹𝐷)]

• Jointly optimize for accuracy (TPT) and calibration (via ATFD)
• No labeled data needed
• 𝜆 = 50 (tunable)



34

Paper review (2)

C-tpt: Calibrated test-time prompt tuning for vision-language models via text feature dispersion, 2024, ICLR

• Experimental results
• 11 datasets (e.g., OxfordPets, Flowers 102,…)

• TPT increases ECE

• C-TPT reduces ECE by 47-56%

on average

• Accuracy is mostly preserved

(within ~1%)
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Paper review (2)

C-tpt: Calibrated test-time prompt tuning for vision-language models via text feature dispersion, 2024, ICLR

• Experimental results
• Datasets: ImageNet-A, V2, R, Sketch

• C-TPT again reduces ECE 

across data shifts

• Up to 52% ECE reduction

• Accuracy maintained vs. TPT
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Paper review (2)

C-tpt: Calibrated test-time prompt tuning for vision-language models via text feature dispersion, 2024, ICLR

• Compared to post-hoc TPT+TS (based on ImageNet):

• C-TPT consistently achieves better ECE

• No labeled data needed (unlike temperature scaling)
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Conclusion

• VLM’s calibration matters: it enables safer and more trustworthy predictions

• Empirical study (ICML 2024)

• Temperature scaling effectively improves calibration.

• Works across distribution and label shifts with a few samples.

• C-TPT (ICLR 2024)

• Improves test-time calibration without labeled data.

• Uses ATFD (text feature dispersion) as a calibration guide.

• Reduces ECE by up to 50%, accuracy remains stable.
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