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• 임새린

• 고려대학교 산업경영공학과

• Data Mining & Quality Analytics Lab. (김성범 교수님)

• M.S student (2021.03 ~ )

✓ 관심 연구 분야

• Machine Learning and Deep Learning

• Self-supervised Learning
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• 정의 : Unlabeled data의 효과적인 코딩을 배우는데 사용되는 인공신경망의 한 형태

• 구조 : Encoder와 Decoder가 bottleneck 구조를 이룸

• Encoder : 입력데이터를 meaningful하고 compressed된 representation으로 encoding

• Decoder : Encoding된 representation을 다시 입력데이터로 복원

• 입력 데이터만을 활용하는 Unsupervised learning으로 입력데이터와 복원된 데이터의 차

이를 최소화 하는 방향으로 학습

Encoder Decoder

Compressed
representation

Original Data Reconstructed Data

𝒂𝒓𝒈𝒎𝒊𝒏𝒆𝒏𝒄,𝒅𝒆𝒄𝑬[𝒍𝒐𝒔𝒔(𝒙, 𝒅𝒆𝒄 ∙ 𝒆𝒏𝒄 𝒙 ]
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• Autoencoder for manifold learning

• 입력데이터를 meaningful and compressed representation으로 mapping 해주는

encoder를 학습시키는 것이 목적

• Autoencoder for generative model

• 어떤 latent variable을 실제 data distribution으로 mapping 해주는 decoder를 학습

시키는 것이 목적

Encoder Decoder

Compressed
representation

Original Data Reconstructed Data

For 
manifold learning

For 
Generative modeling
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• manifold

• 두 점사이의 거리 혹은 유사도가 근거리에서는 유클리디안 거리를 따르지만 원거리에서는 그렇지
않은 공간, 고차원 공간에 내재한 저차원 공간

• Manifold Hypothesis

• 고차원 공간에 주어진 실제 세계의 데이터는 고차원 입력 공간 𝑅𝑑 에 내재한 훨씬 저차원인 𝑑𝑀차원

매니폴드의 인근에 집중되어 있다. – Yoshua Bengio 몬트리올 대학교

• “데이터를 자동차, 산을 고차원 공간, 도로를 매니폴드 공간이라고 생각하면 차의 대부분은 도로 위의

공간에 존재할 것이다.”

https://www.wallpaperflare.com/sport-cars-on-wet-mountain-road-in-rainy-weather-clouds-fog-wallpaper-wkmichttps://indico.cern.ch/event/967970/contributions/4118959/attachments/2151681/3628080/Burnaev_Mani
fold_Knowledge_Transfer_v2.pdf

• Autoencoder for manifold learning

• Autoencoder for generative model
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• 고차원 공간의 데이터를 저차원 manifold 공간으로 mapping시키는 함수를 찾는 과정

• 학습이 끝난 Autoencoder의 encoder를 mapping 함수로 사용

• 데이터를 Manifold 공간으로 mapping함으로써 dimensionality reduction, feature

extraction, representation learning 등 역할을 수행

• Autoencoder for manifold learning

• Autoencoder for generative model
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• 실제 데이터의 분포를 학습하여 데이터를 생성하는 생성모델로 대표적으로 Generative 

Adversarial Networks(GAN)와 Variational Autoencoder(VAE)가 있음

• Latent variable을 실제 데이터 분포로 mapping시키는 함수를 찾는 것이 목적

• 학습이 끝난 Autoencoder의 decoder를 mapping 함수로 사용

• Autoencoder for manifold learning

• Autoencoder for generative model
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• For manifold learning : Autoencoder의 과적합 문제를 해결하기 위해 다양한 규제 기법을 적

용하는 과정에서 여러 변형이 발생

• For generative modeling : Variational Autoencoder로써 Autoencoder의 정의와 다르게 생성

모델을 학습하는 과정에서 모델의 구조가 autoencoder와 유사해 짐

• 실제로 generative model인 VAE는 Autoencoder와 기원이 다르며 이름과 구조가 비슷하여

혼동하기 쉬움

Autoencoder

For 
manifold learning

For 
Generative modeling

• Sparse Autoencoder
• Denoising Autoencoder
• Contractive Autoencoder

• Variational Autoencoder
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• For manifold learning : Autoencoder의 과적합 문제를 해결하기 위해 다양한 규제 기법을 적

용하는 과정에서 여러 변형이 파생

• For generative modeling(VAE) : Autoencoder의 정의와 다르게 생성모델을 학습하는 과정에

서 모델의 구조가 autoencoder와 유사해 짐

• 실제로 generative model인 VAE는 Autoencoder와 유래가 다르며 이름과 구조가 비슷하여

혼동하기 쉬움

Autoencoder

For 
manifold learning

For 
Generative modeling

• Sparse Autoencoder
• Denoising Autoencoder
• Contractive Autoencoder

• Variational Autoencoder
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• 𝑇𝑜𝑡𝑎𝑙 𝐸𝑟𝑟𝑜𝑟 = 𝐵𝑖𝑎𝑠2 + 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 + 𝐼𝑟𝑟𝑒𝑑𝑢𝑐𝑖𝑏𝑙𝑒 𝐸𝑟𝑟𝑜𝑟

• Bias : 실제 데이터를 표현하는 모델과 가정한 모델의 차이에서 발생하는 오류, 실제값과 평균 예측값의 차이

• Variance : 모델링에 사용되는 여러 표본 데이터 집합에 대한 추정을 할 때 발생하는 오류, 예측값에 대한 분산

• Irreducible Error : 줄일 수 없는 자연적인 오류

High bias Low bias

표본집합 A

표본집합 B

Low var High var



12

• 𝑇𝑜𝑡𝑎𝑙 𝐸𝑟𝑟𝑜𝑟 = 𝐵𝑖𝑎𝑠2 + 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 + 𝐼𝑟𝑟𝑒𝑑𝑢𝑐𝑖𝑏𝑙𝑒 𝐸𝑟𝑟𝑜𝑟

• Bias-variance tradeoff : Model complexity(=capability) 관점에서 반비례 관계를 가짐

• 훈련집합과 검증집합 관점에서 훈련집합에 대한 오류율이 너무 작아지면 검증집합에 대한 variance가 커져 다른

표본집합에 대한 일반화 성능이 떨어지는 overfitting 발생

http://scott.fortmann-roe.com/docs/BiasVariance.html

Underfitting Overfitting

Best

Underfitting Overfitting

https://opentutorials.org/module/3653/22071
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• 데이터에 알맞은 모델의 복잡도를 찾는 것은 매우 어려움. 딥러닝은 모델의 복잡도를 높인 뒤, 다양

한 규제 기법을 통해서 bais를 높이고 variance를 낮추는 방향으로 발전

• Autoencoder가 입력 데이터를 잘 복원하길 바라는 동시에(low bias) 처음보는 데이터(테스트)도 아

우를 수 있는 representation을 학습하길(low variance) 바람

http://scott.fortmann-roe.com/docs/BiasVariance.html

Best

https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/
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• 데이터에 알맞은 모델의 복잡도를 찾는 것은 매우 어려움. 딥러닝은 모델의 복잡도를 높인 뒤, 다양

한 규제 기법을 통해서 bais를 높이고 variance를 낮추는 방향으로 발전

• Autoencoder가 입력 데이터를 잘 복원하길 바라는 동시에(low bias) 처음보는 데이터(테스트)도 아

우를 수 있는 representation을 학습하길(low variance) 바람
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• 현재의 딥러닝은 모델의 복잡도를 높인 뒤, 다양한 규제 기법을 통해서 bais를 높이고 variance를

낮추는 방향으로 발전

• Autoencoder가 입력 데이터를 잘 복원하길 바라는 동시에(low bias) 처음보는 데이터(테스트)도 아

우를 수 있는 representation을 학습하길(low variance) 바람

• 다른 인공신경망과 마찬가지로 모델의 복잡도를 높이고 규제 기법을 적용하는 형태의 다양한 파생

autoencoder 모델이 개발

For 
manifold learning

• Sparse Autoencoder : AE + Sparsity regularization

• Denoising Autoencoder : AE + Random noise

• Contractive Autoencoder : AE + Jacobian Matrix
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• Hidden layer의 node 수가 input layer의 node 수보다 많은 overcomplete autoencoder 구조

• Sparsity parameter를 제어하여 은닉층의 활성화에 규제를 가하는 방법

• 𝜌 와 특정 node의 활성화값 𝒂j
(h)
를 관측치에 대해 평균을 낸 ෝ𝜌𝑗 가 같아지도록 제약

• (m : 관측치의수) 

• KL-divergence나 L1-regularization을 Loss term에 추가하여 사용

𝐿1
Original Data Reconstructed Data

𝒂𝒓𝒈𝒎𝒊𝒏𝒆𝒏𝒄,𝒅𝒆𝒄𝑬[𝒍𝒐𝒔𝒔 𝒙, 𝒅𝒆𝒄 ∙ 𝒆𝒏𝒄 𝒙 + ෍

𝒉=𝟏

𝟓

෍
𝒋=𝟏

# 𝒐𝒇 𝑳𝒉
𝑲𝑳(𝝆 ෢||𝝆𝒋)

𝐿2
𝐿3

𝐿4

𝐿5
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• 입력 데이터에 random noise나 dropout을 추가하는 규제기법 적용

• 입력 데이터에 어떠한 noise를 부여하더라도 manifold 상에서 같은 곳에 위치해야 한다는 가정

• 입력 데이터에 작은 변화를 주어 손상된 데이터를 만들고 모델을 통해 손상되지 않은 데이터를 출

력하는 방법으로 이를 통해 작은 변화에 대해 덜 민감한, 강건한 모델을 만들 수 있음

Encoder Decoder

Compressed
representation

Original 𝒙 Reconstructed Data

𝒂𝒓𝒈𝒎𝒊𝒏𝒆𝒏𝒄,𝒅𝒆𝒄𝑬[𝒍𝒐𝒔𝒔(𝒙, 𝒅𝒆𝒄 ∙ 𝒆𝒏𝒄 ෥𝒙 ]

𝐜𝐨𝐫𝐫𝐮𝐩𝐭𝐢𝐨𝐧𝐚𝐥 ෥𝒙

Random noise 
or dropout
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• Denoising Autoencoder와 같이 작은 변화에 강건한 모델을 학습하는 것이 목적

• DAE에서는 Encoder가 입력 데이터의 작은 변화에 저항하도록 하는 데 중점

• Contractive Autoencoder에서는 Encoder가 Decoder에서 재구성할 때 중요하지 않은 입력의 변화

를 무시하도록 하여 특징을 추출할 때 작은 변화에 덜 민감하도록 중점을 둠

• Encoder의 Jacobian matrix를 손실함수에 추가하여 구현

• New loss function : 𝒂𝒓𝒈𝒎𝒊𝒏𝒆𝒏𝒄,𝒅𝒆𝒄𝑬[𝒍𝒐𝒔𝒔 𝒙, 𝒅𝒆𝒄 ∙ 𝒆𝒏𝒄 𝒙 + λ| 𝛁𝒙𝒆𝒏𝒄 𝒙 |𝟐
𝟐

where, | 𝛁𝒙𝒆𝒏𝒄 𝒙 |𝟐
𝟐 = σ𝒋σ𝒌

𝝏𝒆𝒏𝒄(𝒙)𝒋

𝝏𝒙𝒌

𝟐

중요한 입력의 변화

중요하지 않은 입력의 변화

중요한 입력의 변화

중요하지 않은 입력의 변화
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• Autoencoder for manifold learning

• 입력데이터를 meaningful and compressed representation으로 바꿔주는

encoder를 학습시키는 것이 목적

• Classification

• Clustering

• Anomaly detection

• Dimensionality reduction
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• Autoencoder를 이용해 학습시킨 Encoder를 Feature extractor로 사용하여 self-supervised 

learning 혹은 semi-supervised learning에 활용

• 같은 Class를 가지는 관측치들은 드러나지 않았지만 autoencoder를 통해 이를 근사할 수 있는

latent structure가 있을 것(meaningful representation)이라 가정

Feature 
extractor ෝ𝒚 = 𝟑

Pretraining

Downstream or 
Few-shot learning



21

• Autoencoder를 통한 reconstruction을 규제 기법으로 활용

• 일반적인 classification loss term에 reconstruction loss를 추가하여 구현

• 𝐿𝑜𝑠𝑠 = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐿𝑜𝑠𝑠 𝑦, ො𝑦 + λ ∙ 𝑅𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 𝐿𝑜𝑠𝑠(𝑥, ො𝑥)
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• SiT : Self-supervised Vision Transformer

• Transformer의 구조적 이점을 활용하여 마치 Autoencoder처럼 활용한 논문



23

• SiT : Self-supervised Vision Transformer

• Transformer의 구조적 이점을 활용하여 마치 Autoencoder처럼 활용한 논문

https://github.com/dudwojae/NeverMind_DMQA
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• 비슷한 Unlabeled data간에는 숨겨진 row-dimensional latent representation(manifold)가 존재

할 것이라는 가정

• Autoencoder를 이용해 학습시킨 Encoder를 통해 Unlabeled data를 Embedding

• Embedding된 관측치를 이용해 기존의 군집화 알고리즘 수행

• Autoencoder의 학습이 군집화가 아닌 reconstruction이 주 목적이기에 군집화를 위한 추가적인 기

법들이 적용(ex. 군집 중심과 embedding된 관측치의 거리를 loss term에 추가)

Compressed 
representation

clustering
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• 정상 관측치와 이상 관측치 간에 latent structure가 다를 것이라 가정

• 정상 관측치만을 학습데이터로 사용함으로써 Autoencoder가 이상 관측치는 잘 복원하지 못할 것

이라는 기대

• 검증과정에서 비정상 관측치가 입력된다면 reconstruction loss가 클 것이라고 예상

정상 관측치만을
이용한 학습

검증에서 이상 관측치를
제대로 복원하지 못함

High reconstruction loss
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• 실제 데이터들(이미지, 텍스트)들은 매우 높은 차원의 sparse한 벡터로 표현되는 경우가 많음

• 이러한 고차원 벡터들을 통해 학습을 하면 curse of dimensionality  에 빠지게 될 수 있음

• 이러한 데이터들을 훨씬 낮은 차원의 "intrinsic dimensionality(본질적차원)”으로 mapping시키는

것이 목적

• 고전적인 방법으로 관측치를 낮은 차원으로 linear projection하는 PCA가 있으며 여기에 비선형 변

환을 추가한 것이 Autoencoder로 해석할 수 있음

• Autoencoder의 encoder를 mapping function으로 사용함으로써 구현

https://ichi.pro/ko/autoencoderwa-pcaleul-tonghan-chawon-chugso-268789370849091
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• Autoencoder는 manifold learning을 위한 부류와 generative learning을 위한 부류로 나뉨

• Manifold learning을 통해 representation을 학습할 때 여러 규제 기법을 사용함으로써 다양한

Autoencoder가 등장

• Autoencoder의 종류

✓ Sparse AE : Sparse parameter를 이용하여 노드가 활성화 될 확률을 제어함으로써 규제

✓ Denoising AE : Noise를 추가한 손상된 입력데이터를 복원함으로써 noise에 강건한 모델을 학습

✓ Contractive AE : Jacobian matrix활용해 중요하지 않은 입력의 변화를 버림으로써 강건한 모델을 학습

• Autoencoder의 활용

✓ Classification : Semi or self-supervised learning에서 data의 latent structure를 찾는데 이용

✓ Clustering : Data를 row-dimensional latent representation로 mapping 시키는데 이용

✓ Anomaly detection : 정상만을 학습시킨 AE가 이상치를 잘 복원하지 못할 것이라는 가정으로 이용

✓ Dimensionality reduction : 고차원의 Sparse data를 intrinsic dimension으로 mapping 시키는데 이용
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